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We examine charge fractionalization by chiral separation in a one-dimensional fermion system described by
Luttinger liquid theory. The focus is on the question of whether the fractional charges are quantum-
mechanically sharp, and in the analysis we make a distinction between the global charge, which is restricted by
boundary conditions, and the local charge where a background contribution is subtracted. We show, by way of
examples, that fractional charges of arbitrary values, all which are quantum-mechanically sharp, can be intro-
duced by different initial conditions. Since the system is gapless, excitations of arbitrary low frequency
contribute to the fluctuations, it is important to make a precise definition of sharp charges, and this we we do
by subtraction of the ground-state contribution. We very briefly comment on the relevance of our analysis for

proposed experiments.
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I. INTRODUCTION

Charge quantization is regarded as a fundamental phe-
nomenon of nature, and it has an overwhelmingly strong
empirical support. All elementary particles that have been
observed thus come with a charge that is a multiple of the
fundamental unit charge. Although charge quantization is
generally considered to be a fundamental quantum-
mechanical effect, there is no unique way to derive it from
fundamental principles. There are, however, certain general
arguments for such a connection. One set of arguments is
based on the (hypothetical) existence of magnetic mono-
poles. A consistent quantum theory of systems that contain
particles with electric and with magnetic charges requires the
Dirac quantization condition to be satisfied, and this in turn
implies that both electric and magnetic charges must be
quantized.! Furthermore, the natural description of the elec-
tromagnetic field in the presence of monopoles is in terms of
topologically nontrivial fiberbundles.”> Another set of argu-
ments is based on the assumption that the gauge group of
electromagnetism is not the translation group R but rather
the unitary group U(1), which is compact. This means that
the electromagnetic potentials are angular variables, and
from that follows that the electric charges are integer mul-
tiples of a fundamental unit of charge just as a quantum-
mechanical angular momentum is quantized in units of #/2.?
This is a natural scenario in certain unified theories, where
the gauge group of electromagnetism is embedded in a lager
non-Abelian symmetry group. It is interesting that topology
is a basic ingredient in both these approaches and that they
are closely connected in that many unified gauge theories
have soliton solutions describing magnetic monopoles.*>

In spite of the fundamental character of the charge quan-
tization condition, charge fractionalization is a meaningful
and interesting phenomenon that may take place under cer-
tain conditions, typically on the background of a nontrivial
quantum many-particle state. It is then important to appreci-
ate the distinction between fractionalization of the funda-
mental charge and fractionalization of the expectation value
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of the charge, which may arise from quantum fluctuations in
the charge density. An example of the latter is the charge
distribution of a single electron in the presence of two clearly
separated positive ions. While the expectation value of the
local charge close to one of the ions will be e/2, the fluctua-
tions are large and any local measurement of the charge will
yield either O or e. Charge fractionalization on the other
hand, amount to having sharp local charges, meaning that a
suitable local charge measurement will yield e/2.

There are two cases of charge fractionalization in
condensed-matter systems that have caught much attention.
One is the case of half-integer charges in certain one-
dimensional crystals characterized by a Peierls instability. In
a field-theoretical description of this system, the fractional
charges are associated with soliton excitations.®® The second
case has to do with quasiparticle excitations in the two-
dimensional electron gas of the (fractional) quantum Hall
effect. In this case, the excitations appear with fractional
charges as well as fractional statistics, and the values they
take are determined by the ground state, with different ratio-
nal values for each plateau of the Hall conductivity.!*12

An important property of the ground states, where frac-
tionally charged excitations have been predicted to exist, is
that there is a gap in the energy spectrum. For the plateau
states of the quantum Hall effect, this amounts to the two-
dimensional electron gas behaving as an incompressible lig-
uid. The effect of the gap is to suppress low-frequency fluc-
tuations, and this is what makes it possible for the excitations
to appear with sharply defined particle properties in the
quantum-mechanical sense.!>!#

It is against this background, one should view recent the-
oretical claims of the existence of fractional charges in one-
dimensional fermion systems described by Luttinger liquid
theory such as quantum wires or carbon nanotubes. In par-
ticular, it has been pointed out that fermions that are scat-
tered at an interface between a free fermion gas and a Lut-
tinger liquid,"> on impurities,'® or simply injected into the
one-dimensional system,'>!7 will dynamically be separated
into a right-handed and a left-handed component, where each
of these carry a noninteger fermion number. It has also been
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argued that these charges are quantum mechanically sharp
observables,!” which indicate that one could view them as
carried by quasiparticles with fractional charge (and statis-
tics). There have also been suggestions of how one should
experimentally detect such fractionally charged objects.'®!°
However, since these systems are gapless and also since the
charges depend continuously on an interaction parameter g,
the question of whether the fractional charges can be viewed
as quantum-mechanical sharp is less clear. In particular, the
sharpness of the charges seems not protected by any topo-
logical argument.

These questions are far from settled, and the motivation
for the present paper is to examine more carefully in what
sense fractional fermion numbers created by chiral separa-
tion can be viewed as being quantum-mechanically sharp.
We analyze the question by following Heinonen and Kohn?®
in introducing a distinction between the total local and glo-
bal charges. The global charge is the full charge of the sys-
tem, including boundary charges in a one-dimensional sys-
tem with boundaries. For a compact space, which is here a
circle since we are in one dimension, it is simply the inte-
grated charge, which is the g=0 (momentum) component of
the charge density. In the bosonic field theory description,
the quantized values of the global charges are restricted by
periodicity conditions and can be viewed as topological
quantum numbers that are independent of the chiral separa-
tion. In the fermion picture, they carry information about the
fundamental fermions of the theory and are independent of
the particle interactions. The local charges, on the other
hand, are insensitive to the periodicity constraints and may
take values different from those of the fundamental fermions.
They are defined as the ¢— 0 limit of the charge densities
rather than the g=0 component. We have already mentioned
the principal difficulties with defining sharp local charges in
gapless systems. Nevertheless, we shall see that it is possible
to consistently subtract the contribution emanating from the
ground-state fluctuations, and we shall call a charge sharp if
there are no additional contributions.

The paper is organized in the following way. We first
introduce the one-dimensional model, which in the low-
energy approximation is equivalent to the Tomonaga-
Luttinger model, and summarize the basic facts about its
bosonized form. We next discuss chiral separation of excita-
tions with noninteger fermion numbers by three specific ex-
amples. The first one is the situation discussed by Safi'> and
Pham et al.,'"” where a fermion is injected at one of the two
Fermi points of the system, and we show how to reproduce
the fractional-charge values of the chiral components in our
formalism. In the next example, we follow the approach of
Heinonen and Kohn,2® who introduced what they call the
local quasiparticle charge by inserting a fundamental particle
and then adiabatically turning on the interaction. The third
example describes a situation where a local polarization
charge is introduced by applying an external potential. We
show that in all these three cases, the chiral components
carry fractional charge, but the values differ between the
cases. In the first two examples, it depends (in different
ways) on the coupling strength, while in the last example it
also depends on the strengths of the external potential.

Next we consider the interesting question whether the
fractional charges can be considered as sharp. This we do by
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evaluating the variance of the local charge in the bosonic
description, and we focus first on the ground-state fluctua-
tions for which we derive an explicit result. The charge fluc-
tuations of the excited states are then evaluated for each of
the three examples, and we find that in all three cases the
charges are sharp in the meaning that the variance of the
charge operator is identical to the ground-state variance. This
cast some doubt on the conclusion that any of these should
be seen as the charge of a basic charge-carrying object of the
Luttinger liquid. We conclude with some comments about
this and also the possible relevance of our results for pro-
posed experiments. In the Appendix, we compare the results
of the bosonized theory with explicit calculations using free
fermions and without making any low-energy approxima-
tions.

Note that charge is throughout the paper taken to be di-
mensionless and equal to the fermion number of the many-
particle system.

II. MODEL

We consider a system of (nonrelativistic) spinless fermi-
ons in one dimension, with a many-particle Hamiltonian of
the standard form

hod?
H=fdxtﬂ(x)(— %@»ﬂ(ﬁf)
+%f dxf dx'p(x)V(x—x")p(x"), (1)

where #(x) is the fermion field operator, p(x)=/(x)(x) is
the particle density, and V(x—x') a two-particle interaction.
The system is confined to a ring of length L, which we as-
sume to be much longer than any relevant physical length,
and whenever convenient we may therefore take the limit
L—. The field operator is assumed to be periodic on the
ring, Y(x+L)=i(x).

In momentum space, the Hamiltonian takes the form

n o, 1 ; ;
— 2T — ] ]
H= Ek: ka cicr+ 2quzk V(@)er CryrghChygr (2)
JK,ky

with
1 . (" 4
W= =D, o= | dyoe™, )
VL k VL Jo

and where k takes the discrete values, k=2n/L with n as an
integer.

With N, particles in the system, the ground state of the
noninteracting system defines a full Fermi sea, where all mo-
mentum states between the two Fermi points *k are occu-
pied and other single-particle states are empty. The Fermi
momentum is related to the particle number by kp=Ny7/L.
The particle interaction is assumed not to change this picture
in an essential way. With the interaction turned on, the sys-
tem in the ground state should still define a Fermi sea, but
now with a smooth transition from full occupation to no
occupation for momentum states in an interval Ak about the
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Fermi points *kr. We assume Ak<<ky and consider in the
following a low-energy description of the system, which is
restricted to processes that excite particles only in this inter-
val. The particle number we also assume to be close to N,
and we define N to measure the particle number relative to
this state.

The low-energy approximation to the Hamiltonian takes
the form of the Tomonaga-Luttinger model*!->?

H=vihY (xk- kF):c;’ch,k:
X-k

1
+ ZE [Vl (Q)p)(,qp)(,—q + VZ(q)pX,qp—)(,—q:L (4)
q

where excitations close to the two Fermi points *kp are
assigned different values for the quantum number y= * 1.
The interaction is now separated in two parts, with V| as the
interaction between pairs of particles close to the same Fermi
point, and V, as the interaction between particles at opposite
Fermi points. The form (1) of the original Hamiltonian intro-
duces the restriction V,=V,; however, for more general (non-
local) interactions the two interaction potentials may be dif-
ferent. In the low-energy approximation, there is no
interaction matrix element that will change the relative num-
ber of fermions at the two Fermi points. This means that
there are two conserved fermion numbers N, that both take
integer values. The parameter vy in the above expression is
the Fermi velocity. In the noninteracting case, it is given by
fkp/m, but in the interacting case it is renormalized by in-
teractions between the (dynamical) particles close to *kg
and the particles trapped in the Fermi sea. In the Hamiltonian
(4), the operators are normal ordered with respect to the non-
interacting Fermi sea.

Although the k& quantum number is in the low-energy ap-
proximation restricted to small deviations from *kp, this re-
striction can be lifted. This is so since the low-energy sector
of the theory is not affected by the extension of the values of
k. Without the restriction, the model describes two types of
fermions characterized by different values of y, both types
with linear dispersion.

The low-energy Hamiltonian can be bosonized, in the
standard way, by expressing the Fourier components of the
charge-density operators, for ¢ # 0, as boson annihilation and
creation operators,

4=\, |L2 X9 Pyq = ” |L20xq)p)( o

(5)

with 6(q) as the Heaviside step function. The g=0 compo-
nents of the charge densities define the conserved fermion
number and chiral (current) quantum number

N= 2 N,= 2 :c;,kcx’k:, J= 2 XN, = E XC;,kcx,k
X kx X kx

(6)

The bosonized form of the Hamiltonian is®
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Th
H=—@WyN+v,J%) + — 2 lq]
2L q#O

X|:<UF+ %)(a;aq+aqa2) +%(a +aqa_q)
(7)

when modified relative to the fermionic Hamiltonian (4) by
adding terms that are constant or linear in N. The two veloc-
ity parameters are

Uy=vpt m[vl(o) +V,(0)],

0=+ 5 V10 = V2(0)]. ®)

The low-energy sector now corresponds to situations where
lg| is effectively restricted to values much smaller than kg,
and where N and J have only small deviations from their
ground-state values N=J=0.

The bosonized Hamiltonian is diagonalized by a Bogoliu-
bov transformation of the form

a,=cosh &b, + sinh gq g

a}=cosh &b +sinh £b_,, 9)
where &, is fixed by the relation

_ Va(q)
tanh 2§, = - Viq) + 2mhoy (10)

In terms of the new bosonic operators, the Hamiltonian gets
the diagonal form

oL (vNN2 +v,%), (11)

;
H=2 hobib,+ 5
q#0

with the frequency w, given by

2
(I P

If in the low-energy approximation the interaction poten-
tials can be approximated by constants V,(¢)=V;(0) and
V,(g) = V,(0), then the bosonic Hamiltonian can be given the
field-theoretic form

L
H= gﬂﬁf dx[g7' (0, @)* + 8(3,0)7], (13)
0

with u=\vpv; and g=Vv,/vy. The fields O (x) and P(x) are
related to the bosonic creation and annihilation operators in
the following way:

Ox) =0+ J 12

i T —igx
(b, —b'e™'?),
470 \2mLglg] "’ ’
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CI)(x)=(I>0—%N+i2 g

sgn(q) (b e — ble™),
g#0 27TL|Q| ! 1

(14)

where 0, and ®,, are x independent operators.

In this formulation, ® and 9, ®=d®/dx (or alternatively
® and 9,0) are regarded as conjugate field variables, with
the basic field commutator given as

[00.0,8]=[®(0).00]= ~8x-y).  (15)
where &(x) should be interpreted as the periodic delta func-
tion on the circle of length L. The field J,® can be identified
with the fermion number density p(x) of the original descrip-
tion, while ¢,0 is proportional to the current density j(x).

In the representation (13), the N- and J-dependent parts of
the Hamiltonian (11) do not appear explicitly but is hidden in
the zero mode, which is the nonpropagating g=0 part of the
theory. This mode is linked to topological properties of the

fields, which are reflected in the following quasiperiodic con-
dition:

Ox+L)=0x)+J, Px+L)=P(x)-N, (16)

where N and J are integers that are restricted by the fermion
condition that N*J are even. In the field-theoretic descrip-
tion, the fermions can therefore be interpreted as topological
excitations of the (®,0) fields, and the N- and J-dependent
parts of the Hamiltonian (11) can thus be interpreted as a
topological term.

In the expansion of the field operators ®(x) and O(x), the
N- and J-dependent terms, but also the constant operators @,
and @, represent the zero mode. The presence of ®( and O,
is needed in order to satisfy the canonical commutation rela-
tions [Eq. (15)], and from this follows the following commu-
tators:

[00.M] =~ [/ ==~ (17)
They show that ®, and ¥, generate operators that change the
fermion numbers. The two fundamental fermion creation
operators, which increase either N, or N_ by one unit,

are expressed in terms of the operators @, and ®, as
explim(®y+D,)] and exp[im(Oy—D,)].

III. CHIRAL SEPARATION

The fields @(x) and $(x) satisfy a one-dimensional wave
equation and can be separated in a natural way in two parts,
its right- and left-moving components. These components,
which can be defined as

1
O.(x)=0(x) F —D(x) (18)
8
satisfy the linear differential equations
(6, £ ud)®.(x)=0. (19)

The (Fourier) expansion of the chiral fields have the follow-
ing form:
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2
0. ()=0p = 0.~ >
gL

igx _ 1T —igx
(bye bye ),

Z0 Y mLglq|
(20)
with the zero mode operators
O-=0yF O Q.= W) D)

These operators satisfy the g-independent commutation rela-
tions

[®057 Qj] == L(Sija (22)
™
with i,j==*.

The operators Q- have a natural interpretation as the chi-
ral fermion number operators. For g # 1, they take noninte-
ger values and for g=1 they coincide with the operators N,
which take integer values. However, as we shall discuss fur-
ther, there are some complications concerning this interpre-
tation of the operators.

It is then of interest to have a closer look at the topologi-
cal sector of the theory, which is described by the zero mode
operators. The quasiperiodic conditions satisfied by ©(x) and
®(x) can in a natural way be interpreted as the condition that
the variables ©, and ®,, define a two-dimensional space with
the topology of a torus. The precise periodicity condition is
given by the identification,

(@0,@0) = (®0+n—m,q)0+n+m), (23)

with n and m as (independent) integers, and only functions of
0, and ®, that respect this periodicity are to be considered
as observables. The periodicity (23) is dictated by the spec-
trum of the two operators N and J, and it can be interpreted
as a condition on the fermion creation operators
expli(®y= dy)], demanding that they preserve this spec-
trum.

As an important point to note, the distinction between the
two types of independent fermion creation operators matches
the separation into the two types of chiralities when g=1.
Thus, the operators exp[i(®,* d,)] create fermions with
well-defined chirality. However, for g # 1 that is no longer
the case, and the corresponding mismatch can be seen as a
conflict between the dynamical separation of the two chirali-
ties and the periodicity requirement. The former determines
the form of the operators . (x) associated with the right-
and left-going modes, while the latter determines the form of
the operators exp[i(®,= ®d;)] that produce changes in the
fermion numbers. As a consequence of this, the operators
exp(i®y+), which at the formal level create states with
fractional fermion numbers Q., are not acceptable as cre-
ation operators since they do not respect the periodicity con-
straints that the physical Hilbert-space states should satisfy.
Only certain combinations of these operators satisfy the pe-
riodicity conditions and therefore create states with accept-
able (integer) fermion numbers. In Ref. 17, it is argued that
operators can nevertheless be defined that create chiral exci-
tations with fractional charge and statistics. However, these
are well-defined operators only if the constraints introduced
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by the boundary conditions are lifted, and conclusions based
on the representation of these operators are therefore not
fully convincing.

For the further discussion, we find it useful to associate
two different quantum numbers y and I" with these two sides
of the chiral separation. In the original fermion model, y
characterizes the two branches of fermion states and is there-
fore linked to the fermion numbers N, which are fixed by
the boundary conditions. In the noninteracting case, x also
defines the chirality of the state, so that y=+1 corresponds to
right-moving and y=-1 corresponds to left-moving modes.
When interaction is turned on, this picture changes. The fer-
mion numbers N, are still conserved, but x is no longer a
true chirality quantum number since a right-moving mode
will not be a pure y=+1 mode but also involve a (small)
component of y=-1. This mixing of the two fermion
branches is caused by the interaction and is represented by
the Bogoliubov transformation, which diagonalizes the
bosonic Hamiltonian. For the interacting system, we there-
fore specify the chiral modes instead by I', so that I'=+
corresponds to the right-going and I'=- to the left-going
modes. Obviously for g=1, we have y=TI.

In order to illustrate the meaning of the two quantum
numbers, we consider a two-dimensional representation of
the many-fermion system. As discussed in Refs. 24 and 25, a
two-dimensional electron gas in a strong magnetic field,
when confined to the lowest Landau level, is equivalent to a
one-dimensional system, and with a harmonic confinement
potential in the direction orthogonal to the x axis (y direc-
tion) the Hamiltonian gets the form (1) when mapped to one
dimension. In this case the interaction, in its one-dimensional
form, is nonlocal and therefore gives V,(x)# V,(x). The
same correspondence has recently also been applied in Ref.
19, where the possibility of detecting charge fractionalization
on the edge of a quantum Hall system has been analyzed.

The mapping between the densities in the one- and two-
dimensional representations is given by

pa(x,y) =N f dx' J dge™ VPl =¥ P E=ine]

><p1<x’ + g,x’ - g) , (24)

where A is a normalization factor, [ is the magnetic length of
the electron system, and p; is the off-diagonal density opera-
tor of the one-dimensional system. The above expression
shows that p,(x,y) is closely related to the Wigner function
W(x,k) of the one-dimensional system,

p(x,y) = J\/”f dx'f dke™ VP =Py - klz)z]W(x',k).

(25)

However p,(x,y) is, as opposed to W(x,k), a positive
(semidefinite) operator for arbitrary (x,y) due to the Gauss-
ian factor in Eq. (25) and has therefore the character of a true
density function. The expression also shows that the y direc-
tion in the plane is essentially the momentum direction in the
phase space of the one-dimensional system, with the identi-
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FIG. 1. (Color online) Two-dimensional representation of chiral
separation in an interacting system. A charge which is injected at
the upper edge [with momentum close to kg, dashed (blue) curve] is
separated into right-moving and left-moving components. Each of
these carries a density component both on the upper and on the
lower edge. The ratio between the upper and lower parts of the
right-going charge is determined by the interaction parameter g and
is the same as the ratio between the lower and upper parts of the
left-going charge. The initial condition restricts the total charge on
the lower edge to be zero. The figure is qualitative and, for illustra-
tion purpose, the interactions have been chosen rather strong with a
parameter value about g=0.5.

fication y=k/?. The two-dimensional description can thus be
considered a phase-space representation of the one-
dimensional system, with a particular definition of the two-
dimensional density, and with the Landau-level model as a
specific physical realization.

The filled Fermi sea, in this representation, corresponds to
a band of integer Landau-level filling between two parallel
edges located at y=*kpl>= *+y, For the noninteracting
system, the two-dimensional particle density is explicitly
given by the x-independent function

1 y + kpl? y — kpl?
palx,y) = 4wlz(erf{ 2" erf 2 . (26)

with erf(z) denoting the error function. When the interaction
is turned on, the ground-state density is essentially given by

the same function, but with a slight softening of the edges at
4y 24

If an additional particle is now injected into the system at
the upper (lower) edge that will introduce a density modula-
tion of the edge that, for the noninteracting system, will
travel to the right (left). For the interacting system, a density
modulation introduced on the upper edge will instead sepa-
rate into both right-moving and (smaller) left-moving com-
ponents. Since the charge on each edge is separately con-
served, the separation of the modulation into right- and left-
going modes has to be accompanied by a further splitting of
each of these into components on both edges. The situation is
illustrated qualitatively in Fig. 1, where an initial wave
packet of Gaussian form on the upper edge (y=+) dynami-
cally splits into a dominant right-moving packet and a
smaller left-moving one.

The two-dimensional representation indicates that the in-
jected charge is separated in four parts, which we may
specify by the two quantum numbers y and I'. The first one
(x==) specifies the location on either the upper edge
(at +kg) or the lower edge (at —kj), while the second quan-
tum number I'=* distinguishes between the right-moving
and left-moving components. For a well-localized initial
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‘charge distribution, like the one illustrated in Fig. 1, these
components are all well defined. There is thus a dynamical
separation of the charge in the right- and left-going parts, and
a frequency separation can further distinguish the parts that
are close to +kp and —k;. However, one should note that for
a general charge distribution, the total (integrated) charge has
a clear separation only in the two conserved charges N, cor-
responding to particles on the upper/lower edge. There is in
general no unique definition of the total right-moving or left-
moving charge. This is an important point that we will now
discuss further.

We first note that in the Fourier decomposition of the
charge density, the information about the total (global)
charge sits in the g=0 component, while the local distribu-
tion of charge is determined by the ¢ # (0 components. The
periodicity conditions (23) which restrict the charges N, of
the upper and lower edges to integer values, only affect the
q=0 component. On the other hand, the separation in right-
and left-going components is only meaningful for
q# 0 since the x-independent ¢g=0 component has no mo-
tion, neither to the right nor to the left. Therefore, the sepa-
ration of the total charge N into the two chiral components
Q-, as done in Eq. (21), is in this sense somewhat arbitrary.
In the bosonization of the theory, the ¢g=0 and the g #0
components are treated in different ways, and the main point
in the following will be to do that also in the discussion of
the chiral separation of charge.

Following Ref. 20, we then introduce a distinction be-
tween the total /ocal charge, defined as the ¢ — 0 component
of the charge density, and the global charge, defined as the
q=0 component. For the two charges associated with the
quantum number Y, the local charges are denoted

Ny= yf(l)pxq (27)
marked with a bar to indicate that they are not necessary
equal to the global charges N, =p,,_o. Note that the local
charges, when defined in this way, do not refer to localization
within a fixed line element Ax. They should rather be viewed
as the charge operators restricted to a line element Ax, in the
limit Ax— o0, when this is taken after the limit L—o. (A
more specific way of doing this will be discussed later.) We
shall assume that the limit (27) does exist for the states of
interest. As opposed to the global charges N,, the local

charges IVX will take values that are not restricted by the
boundary conditions. The difference between the two types
of charges is due to the presence of a compensating back-
ground charge. In the case of a compact space, which we
consider here, this background charge will be evenly distrib-
uted over the circle. For an open space, this compensating
charge can instead be viewed as a boundary charge infinitely
far away from the region of interest.?”

To find explicit expressions for the local chiral charges,
we return to the expressions (5) for bosonic annihilation and
creation operators, extract the charge-density operators, and
re-express them in terms of the transformed Bose operators
b, and b; [defined in Eq. (9)]. For ¢ # 0, the operators are
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L
Pya="\/ %[H(Xq)aq +0(— X‘I)aiq]

L
=1/ %[G(Xq)cosh &,+ 0(- xq)sinh & ]b,

L
_|q| [6(xq)sinh &, + 6(- xq)cosh éq]bf )
27 a

(28)

Since b, defines the positive frequency part of the operator,
with time evolution e“4, and b;deﬁnes the negative fre-
quency part, with time evolution ¢'®, the time evolution of
the operator p,, (for g #0) is implicitly given by the expres-
sion (28), and the right- and left-moving parts of the operator
can therefore be extracted,

Llg|
2

+ 0(-= Tq)[ 6(xq)sinh &+ 6( xq)cosh &b }.
(29)

Pxrq= {8(Cq)[ 8(xq)cosh &, + (- xg)sinh &,1b,

This gives the fourfold separation of the charge density
specified by the two quantum numbers y and T

The local charges, which are defined by taking the limit
q—0, we assume to be real valued, which means that the
limit is independent of taking the limit ¢ — 0* or ¢ — 0~. This
further means that it is the Hermitian part of the charge den-
sity (29) that is of interest. We write it as

1 . .
5(pxrq +pyr,) =[0I x)cosh &, + (= T'x)sinh &, 1By ),

(30)
with B, defined by

1 IL|51| o
Bq=5 E(bq+bq). (31)

We now take the limit ¢— 0 and define

B. = lim B,. (32)
q—0"

This gives for the yI" components of the local charge

0,r=[0('x)cosh &+ 6(- T'x)sinh &]Br,  (33)

or written out separately

Q++ = cosh §,B,, Q—+ =sinh §B,,

Q,_=sinh &B_, Q__=cosh &B_, (34)

where the mixing parameters are determined by the Luttinger
liquid parameter g as

-1
sinh &, = _g2 =, (35)

/

g+1
cosh &= =,
2\g

Since B. are time-independent operators, all the four com-
ponents of the local charge are separately conserved. The
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two y components of the local charge are furthermore given
as

_ _ 1
N,=2> O.p=—=[(g+1)B,+(g-1)B_],
r 2\g

— 1
=20 r="Fle-DB,+(+1B]  (36)
r 2Vg
and the two chiral components as

0,= E Qx+ = \‘J’ng
X

0.=X 0, =gB_. (37)
X

From these expressions follow that if we introduce local

charges N=3 N

Ny J =EX)(1VX, we have the relation

S
Q.= E(N *gJ), (38)

which is of the same form as in the previous expression (21)
used for the chiral charges. An important difference is, how-

ever, that N and J are not, unlike N and J, restricted to

integer values. Therefore, Q. can also take more general
values.

Note that even if the total local charge in Eq. (34) has
been separated in four parts, these depend on only two
charge operators B.. The operator B, is associated with
the right-going component in such a way that there is,
in the two-dimensional representation, a fixed ratio
tanh &=(g—1)/(g+1) between the parts of this component
on the upper and lower edges. Similarly, B_ determines the
charge of the left-going component with the same ratio
tanh &, between the parts on the lower and upper edges. This
means that for a right-moving component, the (small) charge
moving on the lower edge can be regarded as a (reduced)
image charge of the larger one moving on the upper edge. It
is natural to view this as a polarization effect caused by the
(long range) interaction V,, which acts between the two
edges.

In the above discussion, we have assumed that the limit
g—0 is well defined for the charge operators B,. We are
aware of the problem to make this assumption precise. Our
intention, however, is to apply the charge operators only to
states that have well-defined limits for the expectation values
of these operators. When we later discuss the charge fluctua-
tions, we have to be more careful and we will then be more
specific about how to take the limit.

IV. EXAMPLES

We will now illustrate the general discussion by three
examples. The first one is the case where an electron is in-
jected at one of the Fermi points, and the charge of the elec-
tron splits into two noninteger parts, which travel in opposite
directions.'>!” The second case corresponds to the situation

PHYSICAL REVIEW B 80, 115327 (2009)

where an initial state is created by injecting the electron at
one Fermi point of the noninteracting system, and the inter-
action is then adiabatically turned on. In a Fermi liquid, the
corresponding procedure would turn an electron into a Lan-
dau quasiparticle of the interacting system. The electron
charge is separated into a local charge and a background
charge20 when the interaction is turned on, but in this case
there is no counter-propagating charge component created. In
the third example, a local charge is created as a local polar-
ization charge by applying an external field to the system.
When the external potential is suddenly turned off, the
charge splits into two components, which travel in opposite
directions.

We derive in this section, the expectation values of the
local charge components in the three cases and follow this up
in the next section, where the charge fluctuations for the
same three examples are examined. Our discussion is based
on the low-energy approximation to the interacting fermion
system using the bosonized form. The limitations introduced
by this approximation are assumed not to change results in
any essential way, even if the charge fluctuations cannot be
regarded as a fully low-energy phenomenon. To check this,
in the Appendix we compute the charge fluctuations in the
noninteracting fermion system without making any low-
energy approximation, both for the ground state and for the
polarization charge induced by an external delta-function po-
tential.

A. Example 1: Sudden injection at a Fermi point

We first consider the situation where an electron is in-
jected on one of the edges, which means that the momentum
of the particle is restricted to an interval which is close to
either +kp or —kp. This case is the one illustrated in Fig. 1.
The situation has been discussed in Refs. 15 and 17, and we
will compare our analysis of the chiral separation of the in-
jected charge with theirs. The (global) fermion numbers N,
are in this case sharply defined, for example, to be N, =1 and
N_=0. When the particle is injected locally, we expect no
difference between the expectation value of the local and

global charges <IVX>=NX since a local injection process can-
not introduce a background charge that is evenly distributed
around the whole circle.

With |G) as the ground state of the interacting many-

fermion system, the state after injection is
W) =vi[G), (39)

where W is a fermion creation operator that injects that
particle at either the upper edge (y=+) or the lower one
(x=-). Expressed in terms of the fermion field operator
z//;(x), it has the form

vi= f dxp(x) (), (40)

where ¢(x) is the wave function of the injected particle. The
local charges are determined by the expectation value of the
operator B, which we write as
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+ 1 L|‘]|
(G|¥ B, Y|G) = 5 E(GN’X(bq + b;)\lfy(;)
1 [Llq]
=5 ;«Glﬂfx[bq,\lf;ﬂ@
+(GI[V,.b]1¥|G)), (41)

where in the last expression we have used the fact that
bqu)=0.

Since b, and b:; are directly related to the fermion density
operator, they have simple commutators with the fermion
field operator

27
Llq|
XY ). (42)

[by. 0 (x)] = [6(xq)cosh &, — 6(— xg)sinh &,]

This gives

2
[bpWil= L|—Z|[a<xq>cosh £, 6(~ xq)sinh £,
(43)

where we introduced

\I’;q= f dxe_iq"¢(x)¢;(x). (44)

For the expectation value of B, this gives

1
(Gl¥ B, V|G) = SL00x@)cosh & = 6(= xq)sinh £]

X(GIW, ¥ |G) +(G|¥, ¥|G)),
(45)

which determines the expectation value of B. in the limit
q—0,

(Br)= limF(G|‘PXBq‘lfj(|G) = 6(xI')cosh &, — (- xI')sinh &,.
q—0

(46)

We here assumed lim, ;=W =W, and used the normaliza-
tion condition (G|W,W!|G)=1. For y=+, this gives for the
expectation values of the local charges,

<Q++> = cosh’ &o, <Q—+> =sinh &, cosh &,

(0,)=-sinh? &, (Q__)=-sinh & cosh &, (47)

and from this follows:

(Ny=1, (N.)=0, (48)

which are the same as the corresponding values of the global
fermion numbers N.. For the chiral charges, we find
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FIG. 2. (Color online) Two-dimensional representation of the
situation discussed in example 2. A fermion is injected in the non-
interacting system at the upper edge (i.e., with positive chirality).
The interaction is then adiabatically turned on to give a modified
initial state indicated by the short-dashed (blue) curves. This is a
positive chirality state, which moves to the right during the time
evolution of the interacting system. In this case, no negative chiral-
ity component is created. However, constant background charges on
the two edges compensate for the fact that the two local charges
N, and N_ are not identical to the conserved charges N,=1 and
N_=0. The edge positions before injecting the particles are indi-
cated by the long-dashed (red) lines.

(8. = cosh &cosh &+ sinh &)= >(1 +5),

_ 1
(Q_) =—sinh &(cosh &+ sinh &) = 5(1 -g). (49)

If the fermion is instead injected at the lower edge, with
x=-, the results are the same, if the signs of both y and I’
are changed.

The results (49) are the same as with the definition (21)
for the (global) chiral charges Q., previously used in Ref.
17. This coincidence can be understood from the way the
charge is introduced; no constant background charge is cre-
ated, and the limit ¢ — 0 is therefore continuous. In the two
next examples, this will not be the case.

B. Example 2: Adiabatically turning on the interaction

We next consider the situation where the particle is in-
jected into the noninteracting system and the interaction is
then adiabatically turned on. The energy eigenstates of the
noninteracting system are then turned into eigenstates of the
interacting system and chiral states of the noninteracting sys-
tem are turned into “dressed” chiral states of the interacting
system. The initial state can now be written as

W) = UV]|F), (50)

where |F) is the ground state of the noninteracting system,
W, is the same fermion creation operator as in the previous
example, and U is the unitary transformation from the non-
interacting to the interacting system. We note that the initial
state of the previous example can be written in a similar
form, but with a change in the order of the operators
|w)=V¥!U|F).

We evaluate again the expectation value of the operator
B

q°
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(F[¥ U'B U~1ﬂ|F>_ \/ |q|<F|‘If U'(b,+ b)) UVI|F)

%\/ |q'<F|qf (a,+a)WIF), (51)

where we have used the relations

a,=U'b,U, a)=U'b]U. (52)

The expression has the same form as in the previous ex-
ample, but now for the noninteracting case, corresponding to
cosh §,=1 and sinh §,=0. This gives

1
(FI¥ U'B,UV|F)= 59(X61)<F|‘I’X\I’I(q + W, W),

(53)
with the following value in the limit ¢— 0*:

(B.)= lim (F|¥,U'B,UY]|F)=6(* x). (54)

q—0"

For y=+, the local charges now are

<Q++> =cosh §0<B+> = cosh 50,
<Q—+> = sinh §(B,) = sinh &,
(Q,-)=sinh £(B_)=0,

(0__)y=cosh £(B_) =0, (55)

which further gives

_ g+1
(N,)=cosh &= T,

Vg

(N_)=sinh & = gz%, (56)

and

(Q.)=cosh &+sinh & =\g, (0)=0.  (57)

We note that the adiabatic switching on of the interaction has
transformed the state with positive chirality of the noninter-
acting system into a state with positive chirality of the inter-
acting system. So in this case, there is no splitting of the
initial charge distribution into right-moving and left-moving
components. Instead, a constant background charge density
has been created to account for the fact that local charge is
not preserved under the adiabatic process, see Fig. 2. This
gives the inequalities (N,)# N, and (N_) # N_, which corre-
spond to a discontinuous transition g — 0.

The results found here are consistent with those of Ref.
20, where a first-order perturbative result is given for the
local charge of the dressed fermion, with expansion in the
deviation g—1 from the free theory.

C. Example 3: Polarization charge

As a third example, we consider an initial state, which is
created by an external potential W(x) that is slowly turned

PHYSICAL REVIEW B 80, 115327 (2009)

on. The potential will attract a local charge. We assume in
this case that no external charge is added, so that N, =N_
=0. The initial state is the ground state of the Hamiltonian
with the additional term,

NW0+ 2
)( q#0

WobPx-¢>

1
AH= f dxW(x)p(x) = ZE W,p_,
q

(58)

where W, are the Fourier components of the potential. The
first term gives no contribution since N=0, and the second
term we write in bosonic form as

AH=— 2 Wop_,
q¢0
E (cosh &, +sinh &) (Wb, + qu;
q#O ™

= > (Ap, +Ab)), (59)
q#0
with
|q|

.= (cosh &, +sinh §)W,. (60)

The total (bosonized) Hamiltonian, in the subspace with N
=J=0, then takes the form

H' =2 (ho, bib,+ Ab,+Abl)

q#0
S oo ) 3 55
770 hw, ho hw,

(61)

where the last term is a constant that can be ignored. The first
term has a form which is identical to the Hamiltonian with-
out the external potential, except for a constant shift in the
operators b, and b;. This shift can be expressed as a unitary
transformation

A . A*
Sb.ST=b +—L, SbiST=p"+—2, 62
q q ﬁwq q q hwq ( )
with
A A
S=exp| > (—‘qu - —‘Lb;) . (63)
4 ﬁwq ﬁwq

This gives H'=SHS" when the constant term in Eq. (61) is
omitted, and the ground state of the Hamiltonian H’, with the
external potential included, is therefore

ho, ! ho

q q q

W) = explz (A‘Zb - A"—b})]m). (64)

If the external potential is suddenly turned off, this state
becomes the initial state, which is then dynamically sepa-
rated in right-moving and left-moving components. The situ-
ation is illustrated in Fig. 3.
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FIG. 3. (Color online) Two-dimensional representation of the
situation discussed in example 3. A charge is initially attracted to-
ward the point x=0 by an external potential [short-dashed (blue)
curve]. The size of the local (polarization) charge is determined by
the strength of the potential. When the potential is next turned off,
the charge divides in two equal parts with different chiralities,
which move apart in opposite directions. The local charges are com-
pensated by constant background charges of opposite signs. The
edge positions before injecting the particles are in the figure indi-
cated by the long-dashed (red) lines.

To find the local charges associated with the right-moving
and left-moving components, we analyze the system in the
same way as for the two previous examples. We find

1 [L|g|
(B[ W)=\ _(GIS'(b,+ b,)S|G)
__ 1 [Lldla +4,
- 2V 2m ﬁwq
4]

=- Zqu(COSh &, +sinh §)Re W,, (65)

where we have used bq|G)=0. This gives for the limit
q—0,

Wy
2mhu

W,
(B.)=~ ——2—(cosh & +sinh &) =~ — g, (66)
2mhu
with Wy=[dxW(x) and u= v vy as the velocity of the chiral
modes. We note that the polarization charge now separates in
chiral components of equal value

Yo (67)

(0)=(0)=-7 .

The size of the charges thus depends on the strength of the
external potential as well as on the parameters of the one-
dimensional system. As a check on our calculation, we have
verified that the result for the total charge found here is con-
sistent with the expression for the full polarization tensor of
the Tomonaga-Luttinger model, which was obtained using
perturbative methods.?® This also suggests that the phenom-
enon of chiral separation more generally could be understood
as a dynamical polarization effect.

Also the local charges associated with the two values of
the parameter y have equal values,

= W
(N:+)=(0+)= e (68)

and they are different from the global charges N. =0.
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V. CHARGE FLUCTUATIONS IN THE ONE-
DIMENSIONAL SYSTEM

An interesting and important question is to what extent
the separation of a local charge in right-moving and left-
moving components should be viewed as a separation of the
charge itself or rather as a splitting of the probability ampli-
tude, so that the charge moves either to the right or left
without being split in two. The answer to this is not obvious
when the local charge sits on the top of the background
charge distribution of the many-particle ground state. In such
a situation, the charge fluctuations of the ground state tend to
mask the sharpness of the additional local charge.

It is known from earlier discussions of the phenomenon of
charge fractionalization in one-dimensional systems!314%7
that in some cases the effect of the background fluctuations
can be filtered out by introducing a soft sampling function in
the definition of the local charge. This happens when there is
a gap in the energy spectrum so that low-frequency fluctua-
tions are effectively suppressed by the gap while the soft
edges of the sampling function makes it insensitive to high-
frequency fluctuations. The sharpness is then defined by the
variance of the local charge collected by the sampling func-
tion over a finite region of the one-dimensional space.

In the present case, the situation is different since there is
no gap in the low-energy spectrum. The background fluctua-
tions therefore cannot be suppressed completely by defining
a sufficiently soft sampling function. However, when sam-
pling over a finite region, the variance of the ground-state
charge can be reduced to a finite value, and the variance of
the additional local charge of the excited state can be mea-
sured relative to this value. In fact, for a system with a finite
Fermi momentum kj, the ground-state fluctuations are finite
(but large) even for a sampling function with sharp bound-
aries, and the effect of these can therefore, in principle, be
subtracted. Our approach will therefore be to measure the
fluctuations of the local charge relative to the ground-state
fluctuations.

The local charges, which we examine here, are always
affected by the background fluctuations, while the global
charges are not. Since the (sharp) values of the global
charges are fixed by the boundary conditions, they are insen-
sitive to the dynamical splitting of the charge and also to
polarization effects. Only for modified boundary conditions
can the sharp charge values therefore be fractional. The im-
portant point is that the local charges are not restricted in any
similar way.

In the discussion to follow, we first introduce a specific
sampling function, which collects the local charge over a
finite interval a. We then use this to evaluate the ground-state
fluctuations of the system and show that these diverge both
in the infrared and in the ultraviolet. We next examine the
charge fluctuations in the three examples discussed previ-
ously and show that for sufficiently large a the fluctuations
are identical to those of the ground state. As the last part of
this section, we relate the sharpness of the fractional charges
in these cases to the fact that the initial state, in all the three
cases, can be viewed as a coherent state of the bosonic vari-
ables in the long-wavelength limit @ — . For the case of the
polarization charge, this is the case even for finite values of
a.
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We choose the following form for the sampling function:

b _l{ rf(x+a/2> rf(x—a/2>} 69
f(xsas )_2 € b —-¢ b s ( )

which essentially equals 1 for —a/2<<x<a/2, and has an
exponentially fast fall off to O outside this region, with b as
the characteristic length scale of the transition. The function
f(x;a,b) is well defined on the circle when a <L and has the
Fourier transform

~ * . 2
fqla,b) = f dxf(x;a,b)e™"? = —sin(aq/Z)e_bzsz.
—e q

(70)

The corresponding charge operator, for a given chirality I, is
Qr(a,b)=fdxf(x;a,b)pr(x)
S 7 (ab)
=5 4 J-4\4:0)Pry
L7y
4 sin(aq/2)
=X i ==
q q

2,2
e~V (cosh &, +sinh §)B,. (71)
In this expression, we have disregarded the contribution from
the ¢=0 term, which does not have a well-defined separation
in the two chiralities. In the limit L— oo, with a fixed, this
term vanishes, and the expression for the charge operator is

QF(“?b)zgj dqw
m™Jo

e_(1/4)42”2(cosh &, +sinh &,)Br,.

(72)

We note that the expression earlier introduced for the (to-

tal) local charge Qr is now recovered if, as the next step, we
take the limit a — o with b fixed, assuming a smooth transi-
tion liquOqu=Bi,

lim Qp(a,b) = (cosh & + sinh &)By = Or-. (73)

a—®

This follows since large a means that the integral only gets
contributions from small ¢, with the following limit for the
integral:

i f i sin(aq/2) (1
0

, = 757 . (74)

a—x0

However, for the variance of the charge operator, the limit
a— is not necessarily a smooth limit. In particular, the
variance of the ground-state charge diverges, and we exam-
ine therefore these fluctuations for finite a. For the excited
states, the charge fluctuations are finite when the ground-
state contribution is subtracted, and with this in mind we

shall still use the expression Qp=lim,_..Qr(a,b) for the total
local charge.

PHYSICAL REVIEW B 80, 115327 (2009)

0.20

0.15

0.10

0.05

L
10 20 30 40

a/b

FIG. 4. (Color online) Ground-state fluctuations of the charge
operators Qr(a,b). The plot shows the variance AQr(a,b)? as a
function of a/b with the normalization g=1 for the interaction
parameter.

A. Ground-state fluctuations
For the ground state, the expectation value of the charge
operator (72) vanishes since b,|G)=0 and therefore

Iql

(GIB,|GY = 7|5 _(Glb, + b, ‘lo)=0. (75)

The expression for the variance is, in the limit L — oo,

N *(aq/2
AQr(a,b)? =(G|Q}(a,b)|G) = 772 dg w ~(1/2)g%*
X(cosh &, + sinh gq)z
)
~ % d,,]SHlTne—Zr]z(b/a)z’ 76)
0

where in the last step we have assumed a to be sufficiently
large so that £, can be replaced by its ¢g=0 value, with
g=(cosh & +sinh &)%. The integral can be solved in terms of
a generalized hypergeometnc function and gives
AQr(a,b)? = ﬂl 22F2({1 131,{3/2,2},— a*2b%). (77)
This result shows that AQp(a,b)? is independent of the
chirality I'==, as it should be, due to left-right symmetry.
The fluctuations only depend on the ratio a/b, as follows
from the scale invariance of the gapless theory, and the func-
tional form is shown in Fig. 4. Note that the interaction pa-

rameter g only appears as a normalization factor. For large
a/b, the function has a logarithmic behavior

AQp(a,b)? = %m(g) (78)

The expression shows the expected logarithmic ultraviolet
divergence when b— 0, which corresponds to the situation
where the sampling function approaches a step function.
However, there is also logarithmic infrared divergence when
a— . In reality, the ultraviolet behavior is an artifact of the
approximation used in the boson representation. When the
finite depth of the Fermi sea is taken into account that will
introduce a physical cutoff, namely, the Fermi momentum
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kr. This cutoff essentially replaces b with 1/kg in the loga-
rithm when »—0. The infrared divergence for large a is
however real and is due to the presence of massless excita-
tions in the system.

B. Charge separation and charge fluctuations

We consider next the three examples previously dis-
cussed, where a local charge is dynamically separated in
right-going and left-going components. In all three cases, we

examine the fluctuations of the rotal local charge Or=vgBr
of each of the chiral components. Due to the presence of
ground-state fluctuations, we do not expect the fluctuations
to vanish, even if the charges of each of the two chiral com-

t Iqllq |
(G|¥ BB, ¥\|G)=

T T iTAl
o (GW\(bby +biby +byby+bib, +
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ponents in some sense are sharp. We shall here define the
charges to be sharp if the fluctuations are identical to those of
the ground state.

1. Sudden injection

The initial state in this case is |¥)=W' JG)  with
\I’Jr Jdxo x)z// (x), where ¢(x) is the wave functlon of the
mJected partlcle and y specifies whether the particle is in-
jected with momentum close to kp or —kp. Since the expec-
tation value of the charge operator is already evaluated, we
only need to determine the expectation value of the quadratic
operator, and we examine therefore the expectation value of
the operator BB/,

8,,)VIG)

_ ii'a ; L"S‘f”q (G b b, V16 + GILW, b, W] G)
+(GI[W .51 b, VNG + (Gl . b6, TWIIG)). 7

Here we again have used that b, annihilates the ground state. The commutators in this expression can be evaluated by use of

Eq. (43) to give

(G|¥ BB \Iﬁ|G>—%
qu q" T xIY T

X{G|¥ ¥
where W, ,

(q+q )|G> + <G|quq xq'

1
Oggr + Z[G(Xq)cosh &, — 0(= xq)sinh & 1[6(xq")cosh &,/ — 6(— xq')sinh &,/]

|G) +c.cl, (80)

is defined by Eq. (44). The first term in this expression is identical to the ground-state expectation value of the

operator. In the limit L — oo, the expectation value of the squared charge operator then has the form

B

1 Jm fx ,sin(ag/2) sin(aq'/2) _
+— | dq| dq ; e
s 0 q

q

X (cosh £, + sinh £,)(cosh &,/ + sinh &,){(G|¥, ¥

One should note the different behavior of the ground-state
contribution, on the first line, and that of the remaining con-
tribution when the limit a — o is taken. In the first term, the
oscillating factor does not give an effective limitation in the
contribution to the ¢ integral for large g. The integral is
instead limited by the exponential factor, so that effectively
one has ¢ =< 1/b. Furthermore, the 1/¢g factor gives rise to the
logarithmic dependence of a/b. The oscillating factors in the
second term instead introduces the effective limitations
q,q' <1/a. For the integrand, the large a limit can therefore
be interpreted as ¢,q’ — 0, and this gives a finite contribution
when a— . The expectation value in this limit therefore
simplifies to

_(llz)qzbz(cosh &, + sinh fq)2

(”4)1’2(”2“’,2)[H(Xf)cosh &, cosh £, + 6(— xI')sinh £, sinh £,/]

X X(Fq+Fq >|G>+<G|q’x<rq>‘l’x<rq G)+c.c}. (81)

(OF) = (0P + [O(xT)cosh? & + 6(— xT')sinh? &)]
X (cosh & + sinh &))*

=(0P)o +(0r)%, (82)

where the term labeled O is the divergent ground-state con-
tribution. This expression shows that the charge fluctuations
of the state |\If)=‘lfj(|G), in the limit ¢ — e, are identical to
those of the ground state,
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AQ} = (AQp)2. (83)

This result we expect to be true not only when a tend to
infinity but when a is much larger than the width of the wave
function ¢(x) of the injected particle.

We conclude that when a fermion is injected with a sharp
value for Y, it will spontaneously split in two parts of differ-
ent chirality and with noninteger charges %(1 *+g), where
each of the charges is sharp in the meaning that the charge
fluctuations are identical to those in the ground state.

2. Adiabatic initial state

The initial state in this case is [¥)=UW]|F) with |F) as
the noninteracting ground state and U as the unitary transfor-
mation to the interacting system. As discussed in Sec. IV B,
the effect of this transformation is to replace the matrix ele-
ments of B, for the interacting system with the correspond-
ing ones for the noninteracting system. In the present case,
this means that Eq. (80) is replaced by

(FI¥v U'B Bq,U\IfT|F>

Lig| 5,
=5, %ty G(Xq)ﬁ(xq)
x{<F|\IfX\If)'((q+q,)|F> +(FW W [F)+ccl).

(84)

The corresponding expression for the expectation value of
Q%(a,b) gives in the limit a— o

(01 = (0P + 8(xI")(cosh & + sinh &)*= (0 +(0r)?,
(85)

from which the same equality follows as in the previous
example,

AQ} = (AQp)}. (86)

In the present case, the initial condition gives rise to a propa-
gating wave with only one chirality, which carries the charge
\Vg. It is also here sharp in the sense that the fluctuations are
identical to those in the ground state.

3. Polarization charge

This is the case where a local charge is created not by
injecting a particle from the outside but by polarizing the
one-dimensional system with an external potential. The ini-

tial state is now |W¥)=exp[2 (%‘qu %"-b )1|G), with the co-
efficient A, defined by Eq. (60). The state is in fact a coher-
ent state s1nce the effect of the unitary transformation that
maps from |G) to |¥) is simply to introduce a c-number
addition to the operators b, and b!, as shown by Eq. (62).
This means that for any hnear combination of b and b" op-
erators, the fluctuations are the same as in the ground state.
This is, in particular, so for the operators B, and for a prod-
uct of two operators, we have the identity
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(V|B,B
=(G|B,B

q’|‘P> - <\P|Bq|lp><qf|Bq’|lP>
+/|G) —(G|B,|GXG|B,/|G). (87)
For the charge fluctuations, this implies

AQ(a,b) =[AQ}(a,b)],. (88)

The conclusion is that also here the fractional charges
associated with the two chiral components are sharp in the
sense that the fluctuations are identical to those in the ground
state. However, one should note that the fluctuations in this
case are identical with those in the ground state, not only for
large a, but for any a and b, even if this means that the
sampling function catches only a fraction of the full charge
distribution.

It is of interest to note that, as opposed to the previous

two examples, the chiral charges (Q.) in this case may be
fractional even in the noninteracting case (i.e., for g=1). This
is so, since the value of the charges depends not only on g
but also on the strength of the external potential, as shown by
Eq. (68). That chiral separation of sharp fractional charges is
not an exclusive property of the Luttinger liquid, but occurs
also in the free Fermi gas, emphasizes that it naturally can be
seen as a polarization phenomenon. In the Appendix, we
make use of this by examining the polarization effect for
noninteracting fermions without applying the low-energy ap-
proximation of the boson representation of the theory. A
comparison of the results here and of those in the Appendix
is of interest in order to check explicitly that the high-
frequency contributions to the fluctuations do not in any es-
sential way change the results of this section.

C. Coherent states and fluctuations

The sharpness of the polarization charges discussed above
can be ascribed to that the state created by the external po-
tential is, in the low-energy approximation, a coherent state
in the boson variables. It is in fact a coherent state in all the
bosonic modes labeled by the frequency variable ¢, and this
is the reason that not only the integrated local charge but
even the charge density is a sharp quantum observable.
However, also in the two other cases we have examined the
initial state can, in an approximate sense, be regarded as a
coherent state. This is not the case for any ¢ component, but
it is true in the limit ¢ — 0, which can be seen as a reason for
the sharpness of the total local charge, while in these cases
the charge density is not sharp in the same sense. We shall
discuss this point a bit further, first for the case of a sudden
injection of a fermion at one of the Fermi points.

We consider then the action of b, on the initial state
lp)=V1|G),

V1G) =[b,, V}|G), (89)

where b, annihilates the ground state |G). The commutator
has previously been given in Eq. (42), and in the limit
q—0 this gives

b, VG — B WIG), q—0" (90)

with

115327-13



LEINAAS, HORSDAL, AND HANSSON

\/ 2—7T[¢9()()<:osh & — 6(— x)sinh &]. (91)

B =
N Lq]

Equation (90) shows that the initial state | V) is an eigenstate
of b,, and therefore (approximately) a coherent state, for suf-
ficiently small ¢. This implies that observables that are linear
combinations of b, and b; operators for sufficiently small g
will have quantum fluctuations in this state that are equal to
those in the ground state. This is in particular true for the

total local charge operator Qr.

In the case where the interaction is adiabatically turned
on, the initial state is [W)=UW|F), where |F) is the ground
state of the noninteracting system and U is the unitary op-
erator that transforms from the Hamiltonian of the noninter-
acting system into the Hamiltonian of the interacting system.
In this case, we have

b, UV!|F)=Ua,V!|F) = a., UVI|G), ¢— 07,
(92)

where the eigenvalue a., is the noninteracting (g=1) ver-
sion of the coefficient ﬂi)w

2
=\ 7 0- (93)

Since the initial state |¥') can be regarded as an eigenstate of
the bosonic annihilation operators b, for sufficiently small g,
the situation is the same as for sudden injection of the fer-
mion. In both cases, the form of the initial state as a coherent
state for small ¢ can be seen as an explanation for the fact
that the fluctuations of the total local charges are identical to
those of the ground state.

In both cases discussed above, with a sudden or adiabatic
injection of an additional particle, the wave function of the
particle has been assumed to have a well-defined value of the
quantum number y. This means that the particle is injected
with momentum close to one of the Fermi points kp or —kp.
As a contrast to these situations, let us now consider the case
where a fermion is instead injected as a superposition of
components with y=+ and x=-. This corresponds to re-
place, in the above expressions, the fermion creation opera-
tor W with a composite operator of the form ‘I’T=EXCX\I’;.
The corresponding states W'|G) and UVW'|F) then are no
longer coherent states in the sense expressed by Egs. (91)
and (93). This follows since the coefficients 3, and «, have
different values for y=+ and y=—. The variance of the chiral
charge in both cases can be written as

AQF = (A0p)5 + 2 ([ey2 = e, /)0,
X

=2|e,[*le_X0r){Or)-., (94)

with (QF)X=<G|‘I’XQF\I’;|G> in the case of sudden injection
and (QF)X=<F|\IIXUTQFU‘I’;|F) in the adiabatic case. Unless
one of the coefficients Cy has absolute value 1 and the other
is zero, there will now be nonvanishing deviations in the

variance from the ground-state value, and the mean value of
the observable Qr in the state |¥')=W|G) does therefore not
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correspond to a quantum-mechanically sharp value.
In fact, it is clear from general reasoning that any state
which has quantum-mechanically sharp values for the

charges QF (as well as for Nx) has to be characterized by

well-defined quantized values for the global charges N,. The
reason for this is the following. The local charges Qp com-
mute with the global charges N,. This implies that the matrix

elements of QF as well as of Q% vanish between states that
have different quantized values for either N, or N_. Conse-
quently, for a state |¥), which is a superposition of such

states, the expectation values of Qr and Q% will only depend
on the absolute square of the expansion coefficients of |[¥) in
eigenstates of N, with different eigenvalues. Equation (94)
shows this for the particular case where a single particle is

added to the system. Also the variance AQ% will therefore
only depend on the absolute square of the expansion coeffi-
cients, which means that it has the same form as for a statis-
tical mixture of the same eigenstates. This implies that the

charges Qr for such a superposition are not quantum-
mechanically sharp (unless the mean value of the operators
are precisely the same for the components with different val-
ues of N,).

This makes it possible to illustrate in a simple way the
difference between the two situations where, on one hand,
chiral separation gives rise to a separation of the probability
for the charge to move in one direction or the other and, on
the other hand, the situation where the charge is split in two
sharply defined smaller charges with opposite chiralities. We
may consider the case of noninteracting fermions, where the
first case corresponds to making a sudden injection of a par-
ticle in a superposition of the two chiralities. The charge is
then not split in two, but the particle moves with a nonvan-
ishing probability for each of the two chiralities. In the other
case, a polarization charge is created by an external potential.
When the charge is released by turning off the potential it
divides in two chiral components, and both of these are sharp
in the meaning that the charge fluctuations are identical to

those of the ground state. The expectation values (Qr) may

be equal in theses two cases, but the fluctuations AQ% will be
different.

VI. SUMMARY AND OUTLOOK

In this paper, we used the concept of local charge to dis-
cuss the character of the chiral separation of charges that
takes place in one-dimensional Luttinger liquids. Depending
on the initial conditions, the expectation values for the chiral
components of the charges may take different noninteger val-
ues, and we have examined to what extent these charges can
be regarded as quantum-mechanically sharp. Since the sys-
tem has a gapless spectrum, the question of quantum sharp-
ness of an observable is less clear than for systems with a
gapped spectrum. We have here defined sharp to mean that
the quantum fluctuations of an observable in a given state are
identical to the fluctuations of the observable in the many-
particle ground state.

We have examined the mean values and fluctuations of
the chiral charge components with three different initial con-
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ditions for the quantum state. The first one corresponds to a
sudden injection of a fermion at one of the Fermi points, the
second one to injection of a particle in the noninteracting
system followed by an adiabatic switching on of the interac-
tion, and the third one corresponds to creation of a local
polarization charge by an external potential. In all three
cases, the charges of the two chiral components of the quan-
tum state have been found to have nonintegral values and to
be sharp in the sense that the charge fluctuations are identical
to those of the ground state. In particular, we have found that
sharp chiral charges of arbitrary values can be created as
polarization charges by applying an external potential. This
is true also for the noninteracting Fermi gas, which shows
that chiral separation is a polarization phenomenon which is
not exclusive to Luttinger liquids.

The quantum state created by the external potential has
been shown to be a coherent state in the bosonic variables.
Also in the two other cases, the quantum state is a coherent
state in an approximate sense restricted to the bosonic vari-
ables of low frequency. This property, we believe, provides
an explanation for the charge fluctuations to be identical to
the ground-state fluctuations. However, since the representa-
tion of the states as coherent states is linked to the low-
frequency bosonized formulation of the theory, this raises the
question if the same conclusion concerning the sharpness of
the noninteger charges can be drawn for the fermion system
with a finite Fermi momentum, where the high-frequency
contributions are different. The comparisons we have made
in the Appendix for the case of noninteracting fermions in-
dicate that the high-frequency effects will in practice not
change the conclusion concerning the sharpness of the non-
integer charges.

A related question concerns the importance of the one
dimensionality for the results. The noninteger charges stud-
ied here can be viewed as arising as due to polarization ef-
fects in the many-fermion system.?® Clearly, there are related
effects also in higher dimensions, and the question is whether
noninteger charges which are-quantum mechanically sharp,
in the meaning used here, can be present also there. This
problem has been addressed for systems with a gap,?’ but we
know of no analysis of the gapless case. The close link to the
coherent states of the boson representation may indeed sug-
gest that one dimensionality is important for the effect, but
apart from this observation, we will have to leave this as an
interesting open question.

Although the examples we have analyzed show that
quantum-mechanically sharp charges of any value can in
principle be created, this does not mean that sharp quantum
values is a typical feature for the local charges of arbitrary
quantum states. In the examples, we have discussed the
quantum states are characterized by quantum well-defined
sharp values for the global fermion numbers N,. In particu-
lar, in the two first examples, a single fermion is added with
a well-defined value of the quantum number y. If this par-
ticle is instead injected as a superposition of components
with both y=+ and y=-, the local charges of the right- and
left-going modes will no longer be sharp but will have
charge fluctuations of the same form as for a statistical mix-
ture of the two components with different values of x.

In this paper, we have not discussed how to actually ob-
serve the fractional charges in question, but this most impor-
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tant question has been addressed in some recent papers. In
the experiment described in Refs. 18 and 29, electrons are
injected by tunneling into a quantum wire at one of the Fermi
points, and the chiral charge fractionalization is determined
from a left-right asymmetry in the resulting current. The ex-
perimental result is consistent with the prediction of Ref. 17
and thus also with our result (49) for the value of the local
chiral charges. (We are aware that a different conclusion con-
cerning this experiment is reached in Ref. 30.) It is not clear
to us that this kind of measurement can be used to infer the
presence of sharp local charges, but we note that the conclu-
sion in Ref. 18 about sharpness of the charge is the same as
reached here, there based on a calculation of the zero-
frequency noise in the current.

Noise measurements is also the subject of a recent theo-
retical paper by Berg et al., which considers the detection of
fractional charges in a physical system very similar to the
two-dimensional model discussed in this paper.'® The differ-
ence is that the width of the Hall bar is assumed to change
continuously with a constriction in the middle. Away from
the constriction the system is essentially free, with g=1,
while g <0 in the middle region. A proposed experiment is to
inject electrons on the upper edge via a contact and measure
the absolute value and the noise of the reflected current on
the lower edge. The result of the calculation is consistent
with thinking of the process as a reflection at a sharp bound-
ary between a lead with g=1 and a wire with g <0. Although
the situation is similar to the one discussed in some detail in
this paper, where a unit charge inserted at the upper edge
spontaneously separates in right-moving and left-moving
parts, the presence of a boundary makes it different. In par-
ticular, the value of the left-moving charge on the lower edge
is not the same in the two cases. It would be of interest to
extend our analysis to this case, with reflection of a fractional
charge at a sharp boundary, and, in particular, to evaluate the
fluctuations in the reflected charge. However, as far as the
suggested experiment is concerned, it is not obvious to us
that reflection toward a sharp boundary is the best way to
model the situation. For a sufficiently smooth constriction,
we think that our example 2, i.e., an adiabatic switching of
the interaction, might in fact be more appropriate.

The results found in this paper, which states with arbitrary
sharp values for the local charges of the two chiral compo-
nents can (in principle) be created, seem to cast some doubt
on ideas that have been proposed that quasiparticles with
specific (fractional) values for the fermion numbers are the
natural charge carriers of the Luttinger liquid.!” However, we
believe that the idea that fractionally charged quasiparticles
have a natural place in the description of Luttinger liquids
may not be ruled out. In particular, when we consider a sys-
tem of noninteracting fermions, there are low-energy excita-
tions which carry charges with noninteger sharp values. Even
so, the fundamental fermions, which carry unit charges, play
a special role in the low-energy description since they define
a system of free particles.

The idea that this picture can be generalized to the inter-
acting case, where the low-energy theory can be described in
terms of noninteracting quasiparticles characterized by frac-
tional charge and fractional statistics is an attractive one. We
refer the reader to the interesting ideas of Isakov®!' and Wu,3?
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which relate the Luttinger liquid to systems of particles with
fractional exclusion statistics. It is also interesting to note
that Heinonen and Kohn, in the paper we have referred t0,20
assumed that the fractional charge calculated in the situation
where the interaction is adiabatically turned on is identical to
the (local) charge carried by the Landau quasiparticles, and
in that context they do not make a distinction between qua-
siparticles in one and higher dimensions. The questions con-
cerning the meaning of such quasiparticles with fractional
charge in Luttinger liquids remain as interesting questions
for future investigation, and this goes beyond the discussion
of how to characterize these charges as being quantum-
mechanically sharp or not, which has been the main aim of
this paper.
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APPENDIX: FLUCTUATIONS IN THE FREE FERMION
SYSTEM

In this appendix, we examine the charge fluctuations of
the noninteracting fermion system, first for the filled Fermi
sea, i.e., with the system in the ground state, and then in the
presence of a delta-function potential. In the latter case, we
also calculate the mean value of the induced charge.

1. Ground-state fluctuations

Rather than using the boson representation of the theory,
we apply the full many-particle description. The aim is to see
explicitly to what extent high-frequency fluctuations lead to
different results in the two approaches. We note that com-
pared to the bosonized description, there is an additional fre-
quency parameter present in the many-particle approach,
namely, the Fermi momentum k. It provides a high-
frequency cutoff, and it is of interest to see precisely how it
appears in the expressions. The high-frequency cutoff b in-
troduced earlier as a smoothness parameter of the sampling
function f(x;a,b) can now be set to zero giving a sampling
function with sharp steps,

(x:a) 1, —al2<x<al2 (A1)
flea)= 0, x| > a/2.
The corresponding charge operator is
o~ B
= f dxf(x;a) ' (x)(x) = ZE flk=k',a)cicyr,
k'
(A2)

where the Fourier transform of the sampling function is
given by

sin ka/2

f(k;a) = f dxe ™ f(x;a) =2 (A3)

The ground-state expectation value of the operator is
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kp
Q=7 12 f(O a)="No. (A4)
k_
the quadratic charge operator is
2 E f(kl k;,a)ﬂkz - ké,a)cllck;c/izcké,
klk Kook
(A5)

and the ground-state expectation value of the operator is

<Q§>—— 2 E £(0; a)z_L— E E flky = ky3a)?

k1=—kF ky=—kp ky=—kp koy=—kp

E 2 f(kl kz’a)

L T b

1 (92 al2 kg - , 5
= <Qa>2 + <Qa> - _2f dxf dx’ E e—lk(X—x ) )
L —al2 —al2 k=—kp
(A6)

For the charge fluctuations, this gives

( x ; x, )
sin e
f dx f dx’ .
—al2 ( X = )
sin
L

By exploiting the symmetries of the integrand and changing
to new variables X:%(x+x’) and £=x—x', the expression

can be rewritten as
s1n2( WNOE)
L

AQ? NoL sz d&(a— §)ﬂ
Sin

AQ? No

(AT)

(A8)

We take the limit a/L—0 with Ny/L=kg/m kept constant
and further introduce a new integration variable by &é=an
and a new parameter S=maN,/L=akg. This gives

sin®> By

AQ = %fld(l )
Q“_wﬁ_wo 7l -7 7

The integral can be expressed in terms of special functions as

| o

AQ% = #[1 +y+ B —cos 28-Ci(2B)
-2BSi(2B) +1n 28]
= ﬁ[l + v+ maky — cos 2akp — Ci(2akp)

—2aky Si(2aky) + In 2aky], (A10)

where 7y denotes Euler’s constant, Ci is the cosine integral
function, and Si is the sine integral function.
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FIG. 5. (Color online) The ground-state fluctuations AQg evalu-
ated in the many-fermion formalism for noninteracting particles
shown here as a function of aky [solid (blue) curve]. The corre-
sponding result derived by the use of the boson representation is
also shown [dashed (red) curve]. The ultraviolet cutoff parameters
in the two cases are identified by the relation 1/b=2.5k.

The corresponding expression in the boson representation
is given by Eq. (77), with the asymptotic form, for large a/b,
given by Eq. (78). In the present case, with g=1 and with
summation over the two chiralities, the asymptotic expres-
sion is

1
AQ(a,b)? =~ ?1n<g>. (A11)
For the expression (A10), the corresponding asymptotic form
for large akp is

AQ* = #ln@akF).
This shows that the expressions for the charge fluctuations
evaluated in these two ways agree up to a constant if we
identify the cutoff parameter b in bosonized case with the
inverse of the Fermi momentum in the other case. The con-
stant can in fact be absorbed in a relative scale factor for the
two cutoff parameters. This is illustrated in Fig. 5, where the
charge fluctuations are plotted as functions of B=akp with
the identification 1/b=2.5kz. In spite of the fact that the
high-frequency contributions to the fluctuations are not iden-
tical in the two cases, the resulting curves are very close for
all values of .

(A12)

2. Polarization charge and fluctuations for a delta-function
potential

We now turn to the polarization charge induced by an
external potential, which we for simplicity shall take to be a
delta function. We examine both the expectation value and
fluctuations of the local charge and compare the results to
that of the low-energy bosonized description.

The Schrédinger equation reads as

h2 d2

“om lﬂ(X) 70(x = L/2)i(x) = Eip(x),

(A13)

where 7 measures the strength of the delta-function potential
located at the point x=L/2, and we take 7> 0 corresponding
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to an attractive potential. The delta-function potential gives
rise to a discontinuity in the derivative of the wave function
at x=L/2, and it is convenient to restrict the coordinate x of
the periodic variable to the interval —L/2=x=L/2, so that
this discontinuity simply amounts to imposing the boundary
conditions

dy

a . w
i (L/2)

—CL)= 27, SWL2),  (Al4)
and (—L/2)=yA(L/2).

Without the potential (7=0), the energy spectrum has a
set of doubly degenerate eigenstates, which may be chosen
as symmetric (even) and antisymmetric (odd) functions,

2 2
Yio(x) = \/jcoskx Yo (x) = \/jsmkx n=1,2,...,

(A15)

with wave numbers k,=2mn/L. In addition, there is a single
nondegenerate (zero energy) state, which has k=0 and is
therefore constant over the circle

1

p(x) = T

) (A16)
VL

When the interaction is turned on the zero energy state is
changed to a negative-energy state. The potential thus at-
tracts the charge of the particle in this state and forms a

bound state of the form
o(x) = A, cosh(kx), (A17)

with k given as solution of the transcendental equation

K2 (KL)
—k=mncoth| — |,
m 2

and the normalization factor given by Ay=

(A18)

[
X ' kL+sinh(kL) * Also
the other even eigenvalue functions are modified by the po-
tential. The form is the same as without the potential,

Ji(x)=A, cos(k,x), (A19)

but the values of the momentum variables are shifted and
now are solutions of the equation

h2_ (/EL)
—k=-mncotl\ —/,
m 2

as follows from the boundary condition (A14). There is a
sequence of solutions to this equation restricted by

(A20)

2an/L <k, <2mn+1)/L, n=0,1,2,..., (A21)

and the modified normalization constants are

AR A
A,=—F| —- sin . (A22)
VLL2 mnL 2

The odd functions, on the other hand, are not modified by the
potential since they all vanish at the point x=L/2. The de-
generacy of the excited states is thus lifted by the potential.
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We consider now the many-particle system, where an odd
number of particles N=2M+1 in the ground state occupies
the N lowest-energy eigenstates,

M
|G) = 11 (cz'l'cf)cgm}, (A23)
n=1

with c,t as particle creation operators. The field operator is
expanded as

x) = E h(x)cy = E Yo(x)c, + E Pn(x)e, + do(x)co,
k n=1 n=1

(A24)

and the particle number density is p(x)= ' (x)(x).
The ground-state expectation value of the particle number
density is

(p(0)) = 2 (D))

ke=kg

M M
= 20 YY) + 2 g0 ()Y + (%) dholx),
n=1 n=1

(A25)
and the density-density correlation function
Cx,y) ={[p(x) = (pCN]lp(y) = (YN
=0x=y) 2 %)
k=kp
= 2 GOUREOBG).  (A26)

kl=kg

(Note that the background charge of the unperturbed ground
state has not been subtracted.)

We use these expressions to calculate the expectation
value and the variance of the local charge operator restricted
to the region D, of width a centered at x=L/2. To find these
quantities, we need to evaluate numerically the following
coefficients:

L2
Con=2 f a0 )
(L-a)/2

=— ;(— 1)™"sin[ 7(n + m)a/L)
n+m)m
+(1- 6m,,);(— 1) "sin[ 7(n — m)a/L]
(n—m)m
+8,,alL, (A27)

L2
D,,,= ZJ dx " (x) ¢f (x)
(L-a)/2

£
m

k,+k

n m

{sin[(k, + k,,)L/2] - sin[ (K, + k,,) (L — a)/2]}

+ (1 - 5nm) _A:A_ {Sin[(];n - ];m)L/Z]

kn - km
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—sinf(E, = B, (L= @2l 4 BudiA, . (A28)
L2
G,=2 f dx iy (x) Y (x)
(L-a)/2
= 120:‘:3” (k,,{cosh(kL/2)sin(k,,L/2)

— cosh[ k(L — a)/a]sin[k,,(L — a)/2]}

+ k{sinh(kL/2)cos(k,,L/2)

— sinh[ k(L — a)/2]cos[k,,(L — a)/2]}), (A29)

L2
F=2 f doxify(x) o (x)
(L-a)/2

= ?{Sinh(KL) —sinh[ k(L —a)]+ ka}.  (A30)
K

The expectation value of the fermion number N, is given by

M M
(Noy=2 Cpu+ 2 Dy + F, (A31)
n=1 n=1
and the variance is
M M M
AN§=2 Cnn+2Dnn+F_F2_ 2 CnmCmn
n=1 n=1 n,m=1
M M
+ 2 Danmn_zz |Gm|2' (A32)
n,m=1 m=1

In order to make a comparison with the corresponding ex-
pressions found in the bosonized formulation, we include
two modifications. The first one is to make a subtraction of
the constant background charge of the noninteracting system
and the other is to compensate for the finite value of a/L.
The modified expression for the expectation value of the
local charge is

(N,)— Nal/L
=, A33
Q=" (A33)
which is such that in the limit a— L, (Q;)=(N;)=N.
In the numerical evaluation, lengths are measured in units
of L and the strength of the potential in is measured by the
dimensionless parameter 7=(mL/#?)7. The wave numbers

k, have been determined by solving numerically Eq. (A20)
and the value of « has similarly been found by numerically
solving Eq. (A18). These values have been used when evalu-
ating the coefficients D,,,, G,,, and F.

The numerically evaluated ground-state expectation value
of the charge density is shown in Fig. 6 for particle number
N=55 and for two values of the potential strength 7. The
polarization charge induced by the delta-function potential is
strongly localized around the point x=L/2, and more so for
larger than for the smaller value of 7. The high-frequency
Friedel oscillations in the density occur at the wave vector
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FIG. 6. (Color online) Charge density in the background of a
delta-function potential. The charge distribution is plotted for
N=355 particles and for two values 77=1 and 7=10 of the potential
strength parameter. The density shows in both cases a peak at the
location of the potential, with largest amplitude for the largest value
of 7. The oscillations are a high-frequency effect, with wavelength
determined by the Fermi momentum k.

2kp=2mN/L and their amplitude decreases with increasing
N. kp also determines the width of the central peak, and this
is consistent with the Fermi momentum effectively defining
an ultraviolet cutoff.

To compare the results with those found in the boson
representation, we focus on the value of the total local charge

0=3;0Qr. In the noninteracting case, with g=1 and
W,=—mn for the strength of the potential, the value previously
found for the charge is

. (A34)

Z |

_ n 1
<Q>bos - whu 71'2
We have labeled the charge with “bos” to specify that it is
evaluated in the low-energy bosonized approximation. The

corresponding charge evaluated by using the many-fermion

formalism is labeled <Q>fe,m, where this charge is identified
with (Q,) for a value of «a that is sufficiently large to capture
fully the contribution from the central part of the charge
distribution.

In Fig. 7, the charge <Q>fe,m is shown as a function of

{O)p,s- The curve is obtained by varying the potential
strength 7 with fixed particle number, in the figure corre-

sponding to N=201. The curve shows that (Q)fe,m and (Q)p,,

agree well for small values (Q)fe,mSO.l, corresponding to a
weak potential strength 7 (measured relative to the Fermi
velocity). When the strength of the potential increases, how-
ever, there is an increasing discrepancy. This has to be
viewed as effects of high-frequency contributions, which are
treated differently by the two methods. To some extent, this
can be seen as a consequence of using a delta-function po-
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FIG. 7. (Color online) Expectation of the total local charge
(Q)fe,m determined by the many-fermion calculation shown as a
function of the charge (Q),,, determined by the calculation in the
boson representation. The result is shown by the solid (red) curve
for N=201 particles. The dotted curve shows the line of equality for
the two charges. For small charge values (weak potential), the two
methods to calculate the charge agree well, while for larger charge
values (strong potential) they give diverging results. The difference
can be ascribed to the effect of having a finite value for kz in the
fermion calculation.

tential since this has Fourier components of arbitrary high
frequency.

The increase in importance of these high-frequency com-
ponents with the strength of the potential can be understood
in the boson representation in the following way. The quan-
tum state in the background of the potential is a coherent
state, which can be expanded in powers of the operator

VPR : :
(;‘;b ;)" that act on the ground state |G). Since A, is propor-
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FIG. 8. (Color online) Charge fluctuations in the background
potential. The plot shows the variance AQi as a function of a/L for
three different values of the potential strength 7. The particle num-
ber is in all three cases N=55. The deviations from the ground-state
fluctuations are very small for 77=10 but can be seen in the window
with magnification of a section of the curves.
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tional to the potential strength 7, this shows that higher pow-
ers of bj], and therefore higher-energy contributions, will be
more important for large than for small values of 7.

The charge fluctuations AQ? have been evaluated for dif-
ferent values of a/L, 7, and N. The interesting point has been
to check if, also when evaluated by the use of the many-
fermion wave function, the fluctuations are identical to those
of the ground state, so that this result is not just an artifact of
the low-energy approximation. In Fig. 8, the results are plot-
ted as functions of a/L for N=55 and for three different
values of 7, one of them corresponding to the value 7=0 of
the free system. As shown by the plot, there are deviations
from this curve for nonvanishing values of 7, but these have
the character of oscillations about the fluctuations curve of
the free system. The oscillations seem to be rapidly damped
when 7 decreases, and in the plot that is demonstrated by the
difference in the amplitude of the oscillations for the curves
with =10 and 7%=100.

It is of interest to compare the results displayed in Fig. 8
with those in Fig. 7, where the results for the evaluations of
the expectation value of the charge are shown. The discrep-
ancy between the results for (Q)fe,m and (Q),,, shown in Fig.
7 can be ascribed to the effect of the finite value of the Fermi
momentum k. for the fermion result, and the curves indicate

PHYSICAL REVIEW B 80, 115327 (2009)

that this effect decreases rapidly for charge values below
(0)=0.1. For the particle number N=55, as used in Fig. 8,
the parameter value 7=10 corresponds to (Q)=~0.02 and

%=100 corresponds to (Q)=~0.2. The curves shown in this
figure demonstrate that also the oscillations of the charge

fluctuations are rapidly damped below (Q)=~0.1. It seems
natural to assume that the appearance of these oscillations
are also due to the finite value of ky, and a closer inspection
of the periodicities confirms this assumption. The oscillations
in the fluctuations are then closely related to the oscillations
in the charge density displayed in Fig. 6, and they therefore
appear as a consequence of the use of a sampling function
with sharp edges, since a smooth edge would suppress high-
frequency contributions with k= k. Apart from these oscil-
lations, we find no significant difference between the fluctua-
tions of the local charge and the fluctuations of the ground
state.

Let us finally stress the point that the problems met here
in getting a simpler picture of the charge fluctuations are
linked to our use of a delta-function potential and a sampling
function with sharp edges. Both these functions could be
smoothened, but that would involve a more demanding cal-
culation than the one we have aimed at in this appendix.
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